Temario del curso: Modelos lineales

Profesores: Ramsés H Mena y Rail Rueda

Descripciéon general

El curso aborda los fundamentos tedricos y précticos de los modelos lineales clasicos y sus
extensiones modernas, desde la regresion lineal de rango completo hasta los modelos lineales
generalizados y mixtos. Se enfatizan los aspectos geométricos, inferenciales y computacionales,
asi como su conexion con métodos contemporéneos de regularizacion e inferencia bayesiana.

Temario

1. Introduccién y repaso de herramientas analiticas y numeéricas
Aproximaciones analiticas (Taylor, Laplace) y numeéricas para la optimizacion cuadratica.
Introduccion breve a métodos de simulacion e inferencia MCMC.

2. Modelos de rango completo: regresion lineal clasica
Formulacion del modelo lineal Ey|3, o] = X 5. Estimacion por minimos cuadrados. Propie-
dades y geometria del estimador. Contrastes de hipotesis y medidas de ajuste.

3. Diagnéstico y validaciéon del modelo lineal
Supuestos del modelo. Influencia y apalancamiento. Multicolinealidad. Selecciéon de variables
(AIC, BIC, validacion cruzada). Evaluacion predictiva.

4. Modelos de rango incompleto y regularizaciéon
Identificabilidad y soluciones generalizadas. Regresion ridge, LASSO y elastic net. Propie-
dades geométricas y conexion con el aprendizaje estadistico lineal.

5. Modelos lineales generalizados (MLG): teoria
Familias exponenciales y funciones de enlace. Estructura del MLG: componentes sistematico
y aleatorio. Estimacion por méxima verosimilitud e IRLS. Contrastes de verosimilitud y
devianza.

6. Modelos lineales generalizados: aplicaciones
Modelos logistico, probit, de Poisson, gamma e inverso gaussiano. Evaluacion del ajuste:
pseudo-R?, curvas ROC, devianza residual. Interpretacion de parametros.

7. Extensiones modernas de los modelos lineales
Modelos lineales mixtos y jerarquicos (efectos aleatorios). Inferencia bayesiana en modelos
lineales. Modelos aditivos generalizados (GAM). Métodos lineales en aprendizaje estadistico

(ridge, LASSO, boosting).

8. Aplicaciones practicas y proyectos
Implementacion en R o Python (lm, glm, lme4, glmnet, PyMC, scikit-learn). Analisis de
casos reales y discusion critica sobre las limitaciones y perspectivas de los modelos lineales.
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